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Motivation. The analysis of the applicability and the strategic utilization has shown that Recur-
rent Neural Networks (RNN), especially Historical-Consistent Neural Networks (HCNN), offer great
potential for industrial, macroeconomic, sports, healthcare, and localization applications, as they pro-
vide higher forecast quality compared to state-of-the-art methods, such as Gradient Boosting [9], VAR,
and ARIMA [4]. However, in the scientific discourse and in practical tests, three major challenges have
emerged that have hindered the widespread and successful use of HCNN so far: (1) the optimal feature
extraction, (2) the robustness w.r.t. uncertainty, capacity, and consistency of recurrent models, and
(3) the comparison with state-of-the-art methods. Thus, this thesis will address these challenges.

(1) Architecture. The student will investigate feature extraction mechanisms that allow both, a
flexible (variable length of the input sequence) input embedding and an optimal feature pre-processing
to enable long-term dependencies and free memory capacity. Hence, the student will employ synthetic
datasets to evaluate effects of different sequence lengths and dimensions on the model capacity of
the context and hidden state vectors of RNNs. The student will examine the research question
?Which potentially conceivable influencing variables actually provide predictive added value?”. Thus,
to address this question, the student will investigate either feature selection procedures or manual
selection, paired with domain knowledge. Furthermore, the student will investigate to what extent
this idea can be generalized to LSTMs, ECNNs, and CRCNNSs.

(2) Robustness. To investigate the robustness w.r.t. uncertainty and consitency, the student
will compare different mechanics that s/he will adapt to various RNN methods: (2.1) creating a large
ensemble of HCNNs and determining the uncertainty about the spread of the results, (2.2) repeated
sampling of the forecast values from a Gaussian distribution or (2.3) additional Monte Carlo dropouts.
It is also unclear to what extent the errors in the models are also related to the errors in the forecasts.
Hence, there is a need to analyze whether the spread of RNN, especially HCNN, ensembles is suitable
to clarify the uncertainty of the prognosis [6]. In addition, the student will investigate how the
quantification of the uncertainty contributes to the explainability of the models [3].

(3) Evaluation. To show the potential of RNNs, especially HCNNs, in (macroeconomic) appli-
cations, it is necessary to achieve significantly better solutions than current state-of-the-art methods
(LSTMs, XGBoost). Thus, the student will perform a comprehensive benchmark with scientific rigor
on several relevant datasets and state-of-the-art methods, such as VAR, (S)ARIMA (X), Prophet, etc.
The student will share these findings with the research community in a scientific publication.

Overall goals. 1In this qualification thesis, the limits of modern data-driven regression methods for
analysis and prediction on time series data are to be examined. Specifically:

e (1) (I)RNN, ECN, Elman, GRU, LSTM, and HCNN cells will be implemented;

e (2) Suitable public datasets for evaluating different criteria, e.g., capacity, sequence length,
sampling rate, data consistency, frequency, information complexity, short- and long-time depen-
dencies, and input invariance will be generated;

e (3) The methods will be evaluated against the state-of-the-art, e.g., VAR, (S)ARIMA(X), n-
Beats, Prophet, Transformer, TCN, ResNet, etc. ..;

e (4) An optimal a priori feature extraction mechnism will be investigated that is robust against
dynamic sequence length with gaps, delays, and varying length;
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e (5) State-of-the-art uncertainty estimation mechnisms will be adapted to the models and eval-
uated thereof;

e (6) An academic paper will be written.

Timetable (6 months, in person weeks [PW]).

4 PW Literature and patent research; Familiarization with relevant work on the subject areas;

10 PW Methodological work: adaptation of the individual components to the state-of-the-art methods

and advances to the state-of-the-art based on recent deep learning methods;

4 PW Evaluation and real-world demonstration;
6 PW Transcript.

Expected results and scientific contributions.

e RNN model with specific cells (e.g., HCNN) and uncertainty estimation mechanism;
e Benchmark results of state-of-the-art and the novel models on prominent datasets;

e Scientific publication and GitHub publication.
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