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ABSTRACT

In this demonstration we present a prototype for an avatar-mediated
social interaction interface that supports the replication of head-
and eye movement in distributed virtual environments. In addition
to the retargeting of these natural behaviors, the system is capable
of augmenting the interaction based on the visual presentation of
affective states. We derive those states using neuronal data captured
by electroencephalographic (EEG) sensing in combination with a
machine learning driven classification of emotional states.
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1 INTRODUCTION

Todays platforms and research prototypes for communicative inter-
faces in Virtual-, Mixed, and Augmented Reality (VR, MR, AR) often
allow to replicate spatial communicative behaviors such as body mo-
tion, gaze, and facial expression [4, 7]. Recent research has begun to
augment these natural behaviors with additional social information,
such as visual transformations [5], affective displays [3], or modifi-
cations of natural behaviors [1, 6]. To explore such augmentations
on the basis of neuronal data, we presented a Brain2Communciate,
a prototype to perform such augmentations on the basis of affective
states that are derived from EEG data [8]. In this demonstration, we
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Figure 1: Hardware description. A Tobii eyetracker tracks
the user’s gaze and head movements. Movements of the com-
munication partner are replicated to an avatar. Audio data
is streamed and used for audio transmission and voice-to-
mouth animation. An OpenBCI EEG headset senses neu-
ronal activity and transmits EEG data. The data is prepro-
cessed and classified using a recurrent neuronal network.
Tracking data, audio data and classified affective states are
streamed to a Unity 3D Network application to synchronize
the environment.

demonstrate the prototype with additional features and an iterated
processing pipeline.

2 APPROACH
2.1 Classification of Affective States

In previous work [8], we trained an SVM using the default im-
plementation of the scikit-learn project, leveraging a polynomial
kernel. While the accuracy was high during offline classification,
we did notice that it was inaccurate during real-time classification.
We therefore trained a Long short-term memory (LSTM) recurrent
neural network using the PyTorch framework with one layer and
a hidden layer size of 100 and the output beding directly fed the
softmax output layer. We chose happy and sad as affective states
to identify, as those states were found to be evoked more often in
natural interactions in pretesting. Video stimuli were used for data
acquisition to trigger those affective states. The data was annotated
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Figure 2: Illustration of the designed augmentation types.
Top: Mood-based color transformation. Center: Facial ex-
pression changes. Bottom: Mood-based audio playback.

by a visual examination of the paticipant’s facial expressions that
were recorded during the acquisition. We evaluated the LSTM based
on a training set that was split 6/7 (training) to 1/7 (testing). Out
of the three possible states, the LSTM could correctly detect an
affective state with 44% accuracy.

3 AUGMENTATION TYPES

To address multiple options and use cases, We designed three aug-
mentation types for the current prototype that include a visual, a
behavioral, and an auditive augmentation.

e Color transformations. On the basis of a detected affective
state, the background color changes according to a color
representing the affect to underline the mood.

o Audio background. If sad or happy states are detected, the
background audio changes to a sad (minor) or happy (major)
tone.

¢ Facial expression augmentation. To directly transmit the
affective state, we conceptualized a mapping between affec-
tive state and resulting avatar facial expression.

The goal of the design was to provide support for mood detection
in various communicative scenarios in multi-user virtual interac-
tions. For example, with the support of audio augmentations users
could infer affective states without the visual presence of avatars,
for example in VR applications where the orientation is not facing
the communication partner. Whereas an augmentation of facial
expressions may be beneficial in a general context, a supportive
visual transformation may have a benefit for users with difficulties
to infer emotional states from nonverbal behavior.

4 DISCUSSION

The current prototype can detect states based on a training set that
is captured from a single participant. While further improvements
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to the detection method and preprocessing should be performed,
the LSTM performs better in real-time classification compared to
the support vector machine used in previous work [8]. A current
limitation is the data set used for the training, which is relatively
small. We therefore aim to collect a database that includes multiple
users with the hope to generalize the detection. However, based
on the current testing, an individual training template is beneficial.
Furthermore, ethical considerations need to be addressed regarding
the use of social augmentations based on neuronal data, which is
subject to future work. In future iterations, we will also explore
avatar plasticity and thus form and appearance changes explored
in related works [2, 5].

5 CONCLUSION

In this demonstration, we present a prototype to augment social
interactions in avatar-mediated communication scenarios based
on neuronal data acquired through a brain-computer interface. We
designed three distinct augmentation types, a visual transformation,
a behavior augmentation, as well as an auditive augmentation. In
contrast to a previous approach [8], we chose an alternative classi-
fication method to improve the accuracy of real-time classification
in natural interaction scenarios. A formal evaluation is subject to
present work.
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